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ABSTRACT

We present P300 harmonies: a P300-based Brain-Computer Musical Interface. Using a commercial low-cost EEG device, the user can voluntarily change the harmony of an arpeggio by focusing and mentally counting the occurrences of each note. The arpeggio consists of 6 notes separated by an interval of 175ms. The notes of the arpeggio are controlled through 6 switches, where each switch has two possible states: up and down. When a switch is in the up-state the note produced by this switch is one tone or semitone -depending on the switch- higher than when in the down-state. By focusing on each of the notes of the arpeggio, the user may change -after 12 repetitions- the state of the corresponding switch. The notes of the arpeggio appear in a random order. The state of each switch is shown on a screen. Each switch flashes when the corresponding note is heard. The user can either focus exclusively on the auditory presentation or make use of the visual presentation as well. The interface was presented in a live performance, where the user was able to successfully change the state of all switches with 100% accuracy. An additional preliminary evaluation was performed with 3 more users, in which the selection accuracy was 83.33%.

1. INTRODUCTION

A Brain-Computer Interface (BCI) works by capturing the user’s brain activity and converting it to meaningful information in order to control a computer. Most BCIs are built using the electroencephalogram (EEG). An EEG device captures the electromagnetic activity of the brain’s cortex, using electrodes in touch with the skin of the user’s scalp. During the last decade a few commercial, low-cost EEG devices have made EEG technology more accessible (Emotiv EEG system, Neurosky). The target group the EEG devices have made EEG technology more accessible to is patients with locked-in syndrome. The most well-known P300-based multi-class BCI is the P300 speller proposed in 1988 by Farwell and Donchin [2], in the 1960s by Alvin Lucier. The amplified EEG signals were driven to loudspeakers. The vibrations caused were triggering sounds though a set of percussive instruments attached in the loudspeakers. This case though, is better described as a sonification of the brain activity, rather than a BCI. An attention-based BCI was first proposed by David Rosenboom [3]. In this interface EEG components, related with the shifts in the selective attention of the user, were introduced as parameters in a generative music system. It is uncertain though whether the features used were indeed related to the user’s selective attention. Many approaches propose the direct mapping of certain EEG bands to musical parameters [4, 5]. In these approaches though, the amount of control the user has over the interface is questionable. It would require extensive training for a user to be able to manipulate his own brain’s activity. The limits between a biofeedback interface and an interface where the user voluntarily controls its functions are not always clear.

Probably the most robust way of building a voluntarily controlled BCI that wouldn’t require almost any training on behalf of the user, is through the P300 potential. The P300 potential is a positive deflection of the captured electromagnetic activity, 300ms after a rare or unexpected event is perceived, centred around the vertex of the cortex and spread all over the cortex. In a multi-class P300-based BCI, a number of stimuli are presented to the user in a random order and the user draws his attention to a specific stimulus (usually by mentally counting its occurrences). After a number of repetitions of each stimulus, the system is able to predict on which stimulus the user was focusing on. The nature of the stimulus might be visual, auditory, tactile or combination of these. By altering his attention to different stimulus the user is able to perform different actions.

The most well-known P300-based multi-class BCI is the P300 speller proposed in 1988 by Farwell and Donchin [6]. In the typical P300-speller paradigm the user stares at a screen where the characters are placed on a grid. As the characters are flushing in a random order, the user focuses on the character he/she wants to spell. Every time the attended character flashes, a P300 potential is generated. After a number of repetitions, the character that causes the stronger P300 peaks is classified by the system as the attended character. Implementations of the P300-speller have also been proposed using auditory instead of visual stimuli[7, 8].
Apart from typing, a big variety of P300-based BCIs - targeted mainly for locked-in patients - has been proposed, such as controlling the mouse cursor [9], controlling an internet browser [10], controlling a wheelchair [11], painting [12], or controlling musical interfaces [13, 14].

In ICMC 2008, it was presented a P300-based BCI where the user selects the mid-note number placed on a grid, in a similar way a user spells letters in the P300 speller. The maximum speed achieved among 5 subjects was one note every 7 seconds.

Another P300-based BCI proposed [14], integrates the idea of the P300 speller in a music 8x8 step sequencer. The notes of the sequencer are flashing in a random order, and the user selects them as he/she would select letter in the speller. At the same time the melody produced by the sequencer is played back.

These last two proposed interfaces use visual stimuli for controlling the musical interface. In the current paper we propose a P300-based Brain-Computer Musical Interface (BCMI) where the produced musical outcome is at the same time the stimuli that evokes the P300 potentials. This interface can be controlled using just the auditory modality.

2. MATERIALS AND METHODS

2.1 Materials

The Emotiv Epoc 1 14-channel EEG commercial device was used for capturing the brain activity. The Emotiv Epoc EEG device is targeted for gaming purposes. It is proven though that it is capable of capturing reliable P300 potentials [15, 16]. The signal processing and classification process were performed using OpenVibe software [17]. Using the VRPN server object, stimulations are sent from OpenVibe to a C++ application implemented in openframeworks toolkit 2. The openframeworks application was used to visualize the interface and send midi messages through LoopBe 3 virtual midi port to Propellerhead Reason 5.0 4 for sonifying a synthesizer. The system was tried on a laptop with a 2.53GHz i5 460M processor with 4GB of RAM running windows 7 OS, using the laptop’s internal Realtek ALC269 sound card. The resulting latency of the sound stimuli was 46ms.

2.2 The Interface

The interface consists of an arpeggio of six notes that is continuously being played back. The notes of the arpeggio sound in a random order. The arpeggio consists of 6 notes separated by an interval of 175ms. The notes of the arpeggio are controlled through 6 switches, where each switch has two possible states: up and down. When a switch is in the up-state the note produced by this switch is one tone or semitone -depending on the switch- higher than when in the down-state. By focusing on each of the notes of the arpeggio, the user may change -after 12 repetitions- the state of the corresponding switch. The state of each switch is shown on a screen (see figure 1). Each switch flashes when the corresponding note is heard. The user can either focus exclusively on distinguishing the desired sound or focus as well on the flashings of its corresponding switch. When all notes of the arpeggio have sounded 12 times, the background color of the screen changes, indicating that the user can then focus on the next sound he desires to change.

![Figure 1](image.png)

In figure 1 are shown the notes assigned to each switch. When all switches are placed in the down-position, the resulting arpeggio consists of the notes G3 (sol in the 3rd octave), B3, D4, F#4, B4, D5, resulting in a G Major seventh chord, while when all switches are in the up-state, the arpeggio consists of the notes A3, C4, E4, G4, C5, E5, resulting in a A minor/minor seventh chord. Stereo spatialization is applied to the notes: the low pitch notes are placed to the left while as the pitch goes higher, the spatialization moves to the right.

The interface has been tried so far with a sound of a harp. By switching his attention to the notes of the arpeggio, the user can build a big variety of possible harmonies. The advantage of the proposed interface, when compared to previously proposed P300-based Musical Interfaces is that it can depend only on the auditory modality: the users changes the music, only by listening to it. Moreover, there is no time interval between the trials, resulting in a continuous musical outcome.

2.2.1 Classification Process

Before using the interface, the xDawn algorithm for Enhancing Evoked Potentials and a 2-class Linear Discriminate Analysis classifier have to be trained. The user is comfortably seated in a chair, in front of a screen. He/she is asked to remain still and avoid as much as possible swallowing or moving any facial muscle. The brain signals are captured and transmitted wirelessly using the Emotiv Epoc headset. At the beginning of a training session one of the 6 notes of the arpeggio is played back to the user. After a small interval of 3 seconds, the stimuli are presented in a random order, under the constraint that at least one note interferes between two occurrences of the same note. The user is asked to mentally count the occurrences of the presented target-stimulus. A stimulus consists of the sound of the note, along with a blink on the screen of duration 100ms of the corresponding switch. The Inter-Stimulus-Interval (ISI) is set to 175ms. All stimuli are presented 12 times, until the next target stimulus is presented to the user. This process is repeated 6 times -one for each stimulus-.
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1 http://emotiv.com/
2 http://www.openframeworks.cc/
4 http://www.propellerheads.se/products/reason/
As a result, the training data consist of 432 epochs, 72 of which are target epochs.

An epoch consists of the 14-channel recording of the time interval 250 to 750ms after the presentation of a stimulus. The signal is downsampled to 32Hz and band-pass filtered to 1-12Hz. Using the xDAWN [18] Spatial Filter Trainer in Openvibe, a 14 to 3 channels spatial filter is acquired. The 48 resulting values per epoch are then used to train a two-class Linear Discriminate Analysis Classifier (LDA) to distinguish target from non-target epochs (figure 2. Once the spatial filter and the LDA classifier parameters are acquired, the use might start using the interface.

Figure 2. Acquiring the Spatial Filter and LDA classifier.

During the on-line session, the features per epoch, are being produced as in the training session. Then, for each stimulus a voting classifier computes the sum of the hyper-plane distances -given by the LDA classifiers-, and outputs as the attended stimulus the one with the lowest sum 3.

An evaluation of the accuracy of the described classification process is being reported in a previous publication [19].

2.2.2 Controlling the Interface

In the initial state all switches are placed down. Once the arpeggio starts being reproduced, every 72 notes (12 occurrences of each one of the 6 stimuli), the background colour of the screen changes, indicating that the user might then attend the next note he/she wishes to change. After about 1 second the voting classifier outputs the detected target stimulus, changing the state of the corresponding switch. As a result a different harmony is being produced by the arpeggio. This process, allows a continuous playback of the musical outcome of the interface. The number of trials -that determines the duration of the performance- has to be determined at the beginning of the session.

3. EVALUATION

The interface was evaluated with 4 subjects (3 male). After training the system -as described in paragraph 2.2.1- they were asked to move all switches up, starting from the leftmost one and moving to the one in the right. The average age of all subjects was 35 years. The only female subject performed the task in an exhibition setting, using loudspeakers for sound generation achieving 100% accuracy 5. The 3 remaining subjects were asked to perform the same task in an office environment, using in-ear headphones. The accuracy was 6/6, 4/6 and 5/6. All subjects used both the visual and auditory modality of the interface to control the interface.

4. DISCUSSION AND FUTURE WORK

We presented a first prototype of a P300-based BCI. The novelty of the proposed interface lies in the fact that the user voluntarily interacts with the music while listening to it. The idea of incorporating the stimuli presentation of a reactive BCI with the produced musical outcome could create interesting attention-based musical compositions. In such interfaces the stimuli presentation should be part of the produced music. The limitation that a P300-based auditory BCI introduces is that the stimuli should be presented in a random order. Even with this limitation though, interesting musical interfaces can be designed. Such interfaces could be useful for some cases of locked-in patients.

In the proposed BCI, the stimuli presentation of a trial starts before presenting the outcome of the preceding. Due to this fact, the Information Transfer Rate of the system increases when compared to a system where a time interval is introduced between the trials. The average ITR among
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5 Video of the performance at: https://vidd.me/roV
all 4 subjects was 7.37 bits/min, while in the case of the 2 subjects that performed with 100% accuracy the achieved ITR was 12.31 bits/min. If this idea is combined with a algorithm that detects and corrects the possible mistakes, the information transfer rate of a system could rise. For example, in the case of a speller, a misspelled letter could be automatically replaced by the correct one. In this case the user wouldn’t have to cancel a wrong choice. As a result the continuous stimulus presentation could be used, increasing the spelling speed.

The performer of the proposed BCMI has control over the chords produced by an arpeggio. Similar interfaces could be designed, in which the system responds in different ways to the user’s selective attention. For example when attending a note instead of changing just this note, the whole harmony could change. The system could propose 6 (if 6 is the number of stimuli) different chord on each step, depending on the previous chords. In such a system, the person using the BCMI could accompany another musician that would make a solo on the performed harmonies. In the future, the proposed system should be tested using only the auditory modality in the stimuli design.

5. REFERENCES


The ITR value (bits/min) is computed using the formula:

$$ITR = S \cdot \left( \log_2(N) + P \cdot \log_2(P) + (1 - P) \cdot \log_2\left(\frac{1 - P}{N - 1}\right) \right)$$

Where, S represents the number of selections per minute, N represents the number of possible targets and P represents the probability that they are correctly classified.


